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Abstract 
 
Artificial intelligence (AI) introduces unprecedented uncertainty in military operations. 
This is particularly evident in AI-enabled autonomous weapon systems (AWS) and 
decision support systems (DSS), which not only influence critical battlefield decisions 
but also pose novel and unpredictable risks. While some risks can be anticipated and 
managed ex ante, many remain inherent and unavoidable, given the complex, 
dynamic, and adversarial nature of the environments in which these systems operate. 
Even AI operators acting in good faith may face situations in which unforeseeable 
civilian harm occurs, despite rigorous review and careful deployment. In practice, 
many such incidents will be characterised as ‘accidents’—a reality of war that 
International Humanitarian Law is expected to tolerate.  
 
This paper challenges that assumption, arguing that even a priori unpredictable AI 
failures can be mitigated—if not prevented—through an iterative approach. By 
systematically integrating insights from post-deployment assessments, this approach 
enables decision makers to update their understanding of edge cases and other 
‘known unknowns’ that emerge during real-world use, providing essential insights to 
inform future AI deployment. It proposes an Iterative Assessment framework—
implemented through two complementary mechanisms: Iterative Review and Iterative 
Assessment in Deployment. This framework represents best practice for managing 
uncertainty and minimising civilian harm in the use of military AI. While initial 
accidents may be unavoidable, their recurrence can be significantly reduced through a 
structured iterative process of reporting, analysis, and adaptation. Those committed 
to the responsible use of military AI should embed this framework as a core 
component of operational planning and legal compliance. 
 
 
Keywords 
 
Uncertainty, Artificial Intelligence (AI), Accident, Autonomous Weapons Systems, 
Decision Support Systems, Predictability, Weapons Review, International 
Humanitarian Law 
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1 Introduction 
 
 
 
As artificial intelligence (AI) becomes increasingly 
embedded in military operations, its users will be 
confronted with heightened uncertainty, unpredictable 
risks, and system vulnerabilities. Many of these 
challenges will only reveal themselves ex post—after 
failures have already resulted in humanitarian harm, 
such as civilian injury or loss of life. In practice, such 
incidents are often characterised as unavoidable 
‘accidents’, and tolerated as the inevitable by-products 
of war. This paper challenges that assumption and 
proposes an Iterative Assessment framework as a best 
practice approach for militaries seeking to proactively 
mitigate AI-related civilian harm in dynamic operational 
environments. 
 
The framework rests on two foundational tenets. On 
one hand, it acknowledges that failures involving 
military AI may be unavoidable at the outset, and that 
decision makers cannot be expected to know the 
unknowable. On the other, it argues that the 
overarching spirit of International Humanitarian Law 
(IHL) imposes a duty on belligerents to take all feasible 
steps to prevent the recurrence of such harm once 
relevant risks become knowable. To this end, the 
Iterative Assessment framework introduces a two-
tiered mechanism designed to support rapid, adaptive 
mitigation of emerging AI-related risks. 
 
The paper proceeds as follows. Sect. 2 contextualises 
the discussion by examining how the heightened 
unpredictability of AI systems undermines the 
effectiveness of traditional quality control and risk 
mitigation mechanisms in preventing repeated failures. 
Building on this, Sect. 3 provides a semi-technical 
overview of the various sources of AI uncertainty, 
demonstrating that many stem from immutable 
properties of the technology and, therefore, cannot be 
eliminated through technical means alone—nor can they 
be fully addressed through ex ante precautions. To 
 
 
 

1 Additionally, under more permissive interpretations of IHL, one could argue that Iterative 
Assessment aligns with the ‘constant care’ obligation set out in Protocol Additional to the 
Geneva Conventions of 12 August 1949, and relating to the Protection of Victims of 

address this challenge, the paper advocates for the 
adoption of an iterative mindset—one that 
operationalises IHL obligations continuously over time, 
rather than at isolated junctures. With this philosophy 
in mind, Sects. 4 and 5 explore the application of 
Iterative Assessment in the review and targeting 
phases, respectively. On this basis, Sect. 6 then 
synthesises the model into a visual operational guide to 
support practical implementation. Finally, Sect. 7 
concludes with key reflections and actionable 
recommendations for embedding Iterative Assessment 
into military practice. 
 
Before proceeding, it is helpful to clarify the nature and 
purpose of the Iterative Assessment framework. The 
term ‘framework’ is used deliberately, in preference to 
alternatives such as ‘norm’ or ‘principle’. This reflects 
the fact that Iterative Assessment is not intended to 
represent a binding legal obligation lex lata, particularly 
under more restrictive interpretations of IHL. Rather, it 
refers to a structured set of measures and policies that 
decision makers can adopt to minimise risk to civilians 
during the development, testing, and deployment of AI 
systems. These measures are rooted in a core 
philosophy of iteration and continuous improvement. 
At the same time, Iterative Assessment is neither radical 
nor entirely novel. On the contrary, many of the 
practices recommended in this paper already exist 
within contemporary military doctrine and have been 
advanced in scholarship.1 The primary challenge lies not 
in their conceptual novelty, but in their consistent 
implementation—something that in practice is often 
constrained by operational or logistical realities.  
 
As to what Iterative Assessment can achieve, its limits 
must also be recognised. It cannot eliminate all 
uncertainty: this has always been an inherent feature of 
military operations. However, when properly 
implemented, Iterative Assessment can strengthen 

International Armed Conflicts (Protocol I), opened for signature 8 June 1977, 1125 UNTS 
3, entered into force 7 December 1978 (API), art. 57(1). 
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adherence to IHL by helping to prevent avoidable 
civilian harm. In essence, it aims to reduce the number 
of instances where harm occurs not due to 
recklessness, but because decision makers lacked 
access to information that was, in theory, knowable. 
While not a panacea, Iterative Assessment offers a 
meaningful and practical standard for those seeking to 
responsibly integrate AI into military operations. 
 
Finally, this paper proceeds on the assumption that AI 
users act in good faith, seeking to uphold IHL and to 
manage uncertainty responsibly. It presumes that all 

pre-existing obligations related to testing, review, and 
precautions in attack, as required under IHL, have been 
duly fulfilled. It does not address bad-faith scenarios, 
such as the deliberate deployment of ‘black box’ 
systems without any attempt to understand their 
functions.2 Iterative Assessment is designed to 
complement—not replace—these foundational IHL 
obligations. The objective of this paper is to 
demonstrate that even when conventional IHL 
requirements are properly met, there remains scope for 
further improvement through the adoption of an 
iterative approach.

 
  

 
 
 

2 Beyond constituting bad faith, many commentators argue that deploying AI systems 
under such conditions constitutes a clear violation of IHL. For example, see Sullivan and 
Ricket 2024; Holland Michel 2020; Kwik and Van Engers 2021. 
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2 The Case for Iterative 
Assessment 
 
 
 
Warfare has always been inherently fraught with 
uncertainties. Legal decisions concerning the use of 
force, and the manner in which it is applied, often rely 
on ‘determinations of fact that may be difficult to 
make’.3 Scientific advancements, while falling short of 
offering full transparency on the battlefield,4 have 
nonetheless helped to reduce this uncertainty. Modern 
militaries increasingly rely on more precise weaponry, 
advanced sensors, satellite imagery, and other tools to 
peer through the proverbial fog of war and support 
legal compliance.5 Against this backdrop, AI is often 
presented as the next technological leap: a system 
capable of processing vast quantities of signal data, 
enhancing intelligence gathering, and improving 
situational awareness.6 
 
Despite these potential advantages, the integration of 
AI into military operations risks reducing transparency, 
owing to the unique properties of the technology itself. 
AI systems exhibit unpredictable characteristics—
including the black box phenomenon, unintuitive failure 
modes, continuous learning, and emergent, 
unprogrammed behaviours—all of which introduce 
novel uncertainties and pose serious challenges for 
normative legal compliance.7 The unpredictability of AI 
has long been recognised as a formidable obstacle to 
the application of IHL.8 Among the concerns raised, it 
has been submitted that such technological 
uncertainties may: 
 

 
 
 

3 US Department of Defense 2015, Section 5.3.1. 
4 Stewart 2011, p. 293. 
5 Ekelhof 2018, p. 76; Haque 2012, p. 110; Schmitt and Schauss 2019, p. 152. 
6 Mikhailov 2023, p. 2. 
7 These factors are comprehensively discussed in Sect. 3. 
8 For example, see ICRC 2016, pp. 2-3. 
9 Lohn 2020, p. 1. 
10 API, n.1; Switzerland 2016, para. 23; Klonowska 2022. 
11 Holland Michel 2020, p. 1 
12 ICRC 2019, p. 3. 

Complicate exhaustive testing, validation, and 
quality assurance processes, as AI systems are likely 
to encounter real-world deployment conditions that 
could not have been anticipated during 
development;9 
 
Undermine weapons reviews, as required under 
Additional Protocol I (API) to the Geneva 
Conventions (GCs) or implied in customary IHL,10 
due to difficulties in fully understanding how an AI 
system will behave in operational environments;11  
 
Invalidate IHL compliance assessments made at the 
moment of activation,12 as unanticipated behaviours 
may render such evaluations obsolete immediately 
after deployment; and 
 
Impair the proper implementation of precautionary 
obligations, as AI users may be unable to reliably 
predict the system’s behaviour or anticipate its 
operational consequences.13 

 
These concerns are not limited to AI deployed in use-
of-force systems, such as autonomous weapons 
systems (AWS), but are equally relevant to AI-enabled 
decision-support systems (DSS).14 Moreover, they span 
across the entire lifecycle of an AI system—from 
development through deployment to post-
deployment—complicating efforts to ensure continued 
compliance with IHL across each phase.15  
 

13 Liu 2016, p. 335. 
14 In this paper, AWS refers to physical weapon systems equipped with AI components 
that assist in use-of-force functions (e.g., autonomous target recognition and 
engagement). In contrast, DSS refers to AI-powered software designed to assist human 
operators in making use-of-force decisions (e.g., target identification, target sorting, and 
course-of-action recommendations). For a detailed distinction between the two, see ICRC 
and Geneva Academy 2024, pp. 9-10. 
15 An exception to this observation arises where reviews are deemed applicable solely to 
AWS and not to DSS, as there is ongoing debate over whether DSS qualify as ‘means and 
methods of warfare’, thereby triggering the legal duty to review. See also, Sect. 4. 
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Various approaches have been proposed to respond to 
this unpredictability. Measures such as explainability 
requirements, designed to combat the black box nature 
of modern algorithms (as implemented by the United 
States (US) and the North Atlantic Treaty Organisation 
(NATO)),16 enhanced modelling-based testing and 
review processes,17 and prohibitions on online learning 
post-deployment,18 have all been proposed as potential 
safeguards.19 Best practice for ensuring compliance 
with IHL would undoubtedly involve the adoption of 
such measures and standards by militaries, where 
feasible.20 Still, one may question whether certain 
sources of AI uncertainty can ever truly be eliminated. 
 
As one example, the military environment is inherently 
complex and dynamic, presenting an almost infinite 
range of possible input-output pairings. As such, ‘edge 
cases and unforeseen performance-degrading elements 
always remain a possibility’,21 regardless of how 
diligently systems are reviewed, or how well an 
operator claims to understand both the system and the 
operational environment.22 Even the most genuine and 
good-faith belligerents will inevitably encounter 
surprises. 
 
Consider these hypothetical situations, which highlight 
key challenges that will be referenced throughout this 
discussion to illustrate the importance of Iterative 
Assessment for AI systems: 
 

Drone (AWS): During a one-month operation, 
autonomous drones mistakenly targeted and killed 
several local civilians after traditional clothing 
patterns worn in the region triggered AI 
hallucinations.23 Despite extensive review and 
testing of the drone model—including assessments 
accounting for typical regional attire—this edge case 
went undetected. The hallucination was only 

 
 
 

16 US Department of Defense 2023, p. 4; NATO 2021a, para. C. 
17 Meier 2019, p. 30 
18 That is, where the AI system is permitted to continue adapting its weights based on 
inputs obtained from the operational environment after deployment; see Defense 
Innovation Board 2019, p. 46. 
19 For example, Moyes 2019, p. 11; see also Boothby 2018, p. 151. 
20 IHL ‘accounts for the limited and unreliable nature of information in armed conflict’; see 
US Department of Defense 2015, Section 5.4.3.2. However, a minimum epistemic 
threshold is required for decision makers to make reasoned and legally compliant choices, 
and reasonable commanders are required to take active steps to reduce uncertainty where 
feasible; see Thorne 2020, p. 2; Schmitt and Schauss 2019, p. 152; As Kalmanovitz 
remarks, ‘[w]hen there is uncertainty, the relevant practical question to ask is what steps 
have been taken to sufficiently determine and limit the risks created’; Kalmanovitz 2016, 
p. 156. 

activated when the patterns were viewed from a 
specific angle, a factor not identified during testing 
and evaluation. Similar incidents were reported 
across multiple platoons operating the drones in the 
same region. 
 
Targeting Adviser (DSS): A DSS powered by a large 
language model (LLM) with a chat interface was 
deployed to assist officers in target analysis. After 
one month of use, a scathing NGO report revealed 
that numerous approved targets had, in fact, been 
civilian. Although the system had performed reliably 
during prior testing and deployments, officers—
under operational pressure—had unknowingly 
framed their chat prompts with urgency. The LLM 
misinterpreted this as a directive to prioritise speed 
over accuracy, leading to target misidentifications.24 
Even the system’s engineers were shocked to 
discover this emergent behaviour, i.e., that the LLM 
had learnt to infer urgency from the prompt 
structure and had dynamically altered its outputs 
accordingly.  

 
Despite the seriousness of these outcomes, it is highly 
probable that such harms would be dismissed as 
‘[m]istakes or faulty weaponry’—inevitable occurrences 
in the conduct of war.25 
 
Militaries have, at times, been criticised for too readily 
characterising such incidents as ‘accidents’, when, in 
reality, they may stem from systemic flaws in targeting 
practices (e.g., reliance on poor or outdated intelligence 
or perceived behavioural patterns).26 However, the 
Drone and Targeting Adviser cases truly appear to 
constitute genuine accidents: rigorous testing and 
evaluation were undertaken, and there is no indication 
that the operators acted recklessly (or even 
negligently).27 In the Drone case, none of the platoon 

21 Kwik 2024a, p. 70. 
22 Many other sources of AI-induced uncertainty present challenges that lack 
straightforward solutions, as discussed in Sect. 3. 
23 Hallucinations occur ‘when an AI model generates incorrect or misleading information 
but presents it as if it were a fact’. For several examples, see Guinness 2024. 
24 Research has shown that prompt formulation can influence the output of large models 
such as LLMs in unforeseen ways; see Sharma et al. 2023. 
25 Bartels 2013, p. 280. 
26 See Hathaway and Khan 2024, pp. 40-56. 
27 Kwik 2024a, p. 367, defines a genuine accident as one in which ‘notwithstanding all 
feasible precautions employed, a failure occurs; … [or] [w]here there was no foreseeability 
of the outcome, despite due diligence or extensive technical training of persons involved’.  



RESEARCH PAPER Iterative Assessment for Military Artificial Intelligence (AI) Systems 
 

9 

commanders were likely aware of the specific edge 
case, nor had the issuing authority identified it, despite 
extensive review and testing. While basic precautions in 
attack would have accounted for encounters with local 
civilians wearing traditional clothing,28 available system 
data gave no indication that this would trigger fatal 
misclassifications. Similarly, in the Targeting Adviser 
case, the officers had no reason to suspect that the LLM 
could infer urgency from their prompts and dynamically 
adjust its outputs in a harmful way.29 Nor had this 
behaviour been detected during the system’s vetting 
process by the issuing authority.30 At both the review 
and targeting stages, relevant IHL obligations appear to 
have been fulfilled to the extent required by law. With 
the constraints of the available information, one could 
argue that nothing more could reasonably have been 
done. 
 
This paper adopts a different perspective, arguing that 
these two cases nonetheless reveal opportunities for 
significant improvements—measures that could have 
substantially reduced their humanitarian impact. The 
main critique lies not in the initial failures themselves, 
but in the actions (or inactions) taken during and after 
their occurrence. While many IHL safeguards focus on 
ex ante measures—those undertaken prior to the 
adoption of a system or the launch of an attack—there 
is a clear need for additional mechanisms to protect 

civilians from AI-related failures and vulnerabilities that 
only emerge, and are only knowable, ex post. 
 
In response, this paper proposes Iterative Assessment 
as a unifying framework to manage the persistent 
uncertainties inherent in military AI. The core of the 
concept lies in its first word, iteration: the process of 
repeatedly refining decisions or actions based on 
accumulated experience, new information, and evolving 
understanding, with the aim of continuous 
improvement.31 This approach departs slightly from 
conventional risk mitigation methods (e.g., 
implementing a fixed explainability standard, or 
disabling online learning), which often treat uncertainty 
as a static problem. By contrast, Iterative Assessment 
embraces uncertainty as dynamic and evolving. It calls 
on decision makers to adopt a longitudinal mindset: 
drawing lessons from past deployment iterations, 
proactively monitoring ongoing operations, and 
remaining responsive to emerging insights over time. 
 
The remainder of this paper explores how the various 
forms of Iterative Assessment can be applied to AI 
systems. It demonstrates how its adaptive, forward-
looking framework can enhance IHL compliance by 
reducing AI-related uncertainties to more manageable 
and acceptable levels.32

  

 
 
 

28 Under IHL, commanders are required to collect such necessary information to 
implement precautions and minimise risks to civilians; see Oeter 2020, p. 354. 
29 It is theorised that as models grow larger, they will not only develop this capacity but 
also face selection pressure to predict users’ preferences and conditions, adapting their 
outputs accordingly—potentially in undesirable ways. See Ngo et al. 2022, pp. 3-4. 
30 Since testing aims to replicate real-world conditions as closely as possible, the issuing 
authority might have identified this niche LLM behaviour by simulating a high-stress 
operational environment, prompting testers to write overly emotive inputs. However, this 
would not have guaranteed the behaviour’s detection, as testers may have responded 
differently from the operators in the actual incident above—whether due to personality 
differences or simply their awareness of being in a simulated scenario. 
31 This philosophy will be familiar to readers acquainted with Bayes’ theorem, and rightly 
so. The approach proposed in this paper is strongly inspired by Bayesian reasoning, which 

is particularly well-suited to situations where reasoned predictions must be made under 
conditions of partial information. As McGrayne notes, it is ‘an evolving system, which each 
new bit of information pushe[s] closer and closer to certitude’; see McGrayne 2011, p. 8. 
To maintain focus on the doctrinal and practical elements of this paper, further references 
to Bayes’ theorem will not be made. However, those familiar with Bayesian theory will 
recognise its influence throughout this discussion. 
32 IHL tolerates decision-making conditions short of absolute certainty, provided such 
decisions fall within the margins of reasonableness. See Kwik 2024a, p. 70.. As Henderson 
also notes, ‘[i]t cannot be expected that armed conflict will be reduced to the point where 
a commander can act only when he or she is 100 percent certain in all cases’: Henderson 
2009, p. 164. 
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3 Sources of Uncertainty in 
Military AI 
 
 
 
This section outlines key factors that exacerbate 
uncertainty in the deployment and operational use of AI 
systems in military contexts. While not exhaustive, the 
discussion highlights how many of these factors stem 
from properties unique to AI technologies. As such, 
they introduce novel challenges that not only 
compound existing sources of operational uncertainty, 
but also give rise to entirely new forms of it—shaped by 
the dynamic and opaque nature of modern AI 
systems.33 

3.1 Algorithmic and Environmental Uncertainty: 
A Toxic Mix 
Modern AI—particularly machine learning (ML) 
models,34 such as deep neural networks (DNN)—offers 
solutions to computational problems that are 
intractable with rule-based approaches alone.35 These 
models now dominate the field of AI,36 enabling 
capabilities such as sensor fusion and complex target 
recognition analysis,37 that would otherwise be 
unachievable. However, unlike rule-based approaches, 
ML models are inherently less interpretable: their 
behaviour is not based on predefined rules,38 but 
instead emerges from input-output pairings shaped by 
patterns and inferences derived from training data.39  
 
Due to the difficulty of discerning their internal logic, 
modern AI models are often described as opaque or 
black boxes.40 Such models ‘do not allow cognitive 
access to how they have arrived at a particular output, 
or what input factors or a combination of input factors 

 
 
 

33 For example, determining the legality of potential targets inherently involves a degree 
of uncertainty, even when employing sophisticated identification methodologies; see 
Corn 2012, p. 43 
34 ML enables AI to ‘learn without being explicitly programmed’ and ‘involves the use of 
algorithms to parse data and learn from it, and making a determination or prediction as a 
result’; see Roy 2018, p. 14. 
35 Russell and Norvig 2021, p. 651. 
36 Oniani et al. 2023, p. 3. 
37 Cranny-Evans 2024; Meng et al. 2022, p. 2084. 
38 Deng 2015, p. 25. 

have contributed to the decision-making process or 
outcome’.41 Nevertheless, not all ML models are 
necessarily black boxes. Some architectures are 
designed to permit external understanding of their 
decision-making logic. These models can be transparent 
by design,42 or they may rely on added explanatory 
mechanisms intended to describe their internal 
processes (even where the underlying model itself 
remains opaque).43 However, it remains doubtful 
whether such measures can fully resolve the problem. 
Not all models can be transparent by design, and 
explanatory mechanisms may themselves be incorrect 
or misleading.44 As a result, uncertainty—though varying 
in degree—persists. While human operators can assess 
AI model performance through empirical testing and 
approximate its decision-making logic,45 it remains 
impossible to predict how an ML model will behave 
across all possible input-output pairings. 
 
Indeterminacy in AI arises not only from the difficulty of 
interpreting a system’s internal logic. It also stems from 
the variability of the input space. The more dynamic and 
complex the environment in which an AI system 
operates, the greater the range of potential inputs—
leading to increased behavioural variance and making 
exhaustive testing or prediction increasingly difficult.46 
One method of mitigating this variability is to structure 
the operational environment in ways that constrain the 
range of inputs an AI system may encounter. For 
example, in the case of autonomous vehicles, efforts to 
enhance predictability have included implementing 

39 Abaimov and Martellini 2020, p. 14. 
40 Molnar describes a black box mode as one ‘that cannot be understood by looking at 
their parameters’: Molnar 2019, p. 13.  
41 Horizon 2020 Commission Expert Group to advise on specific ethical issues raised by 
driverless mobility (E03659) 2020, p. 4 
42 See Barredo Arrieta et al. 2020, p. 88. 
43 Rosenfeld 2021, p. 2. 
44 See Silva et al. 2023, p. 3; Van der Waa et al. 2021, p. 2. 
45 See Kwik 2024a, pp. 79-91. 
46 Russell et al. 2015, p. 108. 
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clear signage and reducing environmental clutter—
measures that limit the scope for unforeseen 
interactions.47 Structuring the environment in this way 
narrows the system’s potential input space and, and in 
turn, reduces uncertainty. 
 
In contrast, battlefields are rarely amenable to such 
structuring.48 The military environment is dynamic, 
complex and adversarial.49 It is continuously evolving, 
stochastic, and filled with external variables beyond the 
AI user’s control—including hostile agents actively 
seeking to evade or sabotage operations.50 Granted, 
this volatility is not new: the battlefield has always been 
messy and unpredictable.51 However, when combined 
with the input-output variability inherent in modern AI 
systems, the result is an explosion of possible outcomes 
that renders uncertainty virtually unavoidable.  
 
Unpredictability is further exacerbated by the 
unintuitive nature of AI failure triggers.52 ML models 
often exhibit ‘counterintuitive or poorly described 
failure modes that do not follow historical patterns of 
human, or even software, failures’, making them difficult 
to anticipate based on test distributions alone.53 AI 
systems may perform consistently over extended 
periods, appearing predictable and understandable, only 
to react abruptly and inexplicably to seemingly 
innocuous inputs. For example, white paint may cause 
an autonomous car to misinterpret its surroundings and 
crash,54 or grey texture patches may lead an AI classifier 
to misidentify an elephant as a cat.55 Identifying and 
addressing all such edge cases is a formidable challenge, 
as they often arise from highly specific combinations of 
inputs that evaluation datasets cannot comprehensively 
capture.56 Consequently, sooner or later, deployed AI 
 
 
 

47 For example, this approach has been implemented in controlled environments, such as 
factory settings or on roadways; see Boulanin 2016, p. 18. 
48 Certain environments, such as underwater domains, are inherently less complex or 
cluttered. Structuring a military environment (e.g., by removing elements that could trigger 
unpredictable behaviour or by adding markers to provide contextual clues for AI) is likely 
only feasible in areas under near-complete friendly control; see Kwik 2024a, p. 208. 
49 Kwik 2024a, pp. 70-71. 
50 Tolk 2015, p. 298. See generally Russell and Norvig 2021, p. 925. 
51 This has even been normatively acknowledged by IHL through provisions incorporating 
qualifications such as ‘may be expected’ and ‘reasonableness’. Herbach 2012, p .17. 
52 See generally Kwik 2024a, Ch. 5. 
53 Gilmer et al. 2018, p. 6. 
54 In this incident, a Tesla vehicle failed to detect ‘a large white 18-wheel truck and trailer 
crossing the highway’ due to the contrast between the truck’s white colour and a bright 
spring sky: see Yadron and Tynan 2016. 
55 See Geirhos et al. 201 In this experiment, researchers overlaid a grey texture image onto 
a tabby cat, causing AI classifiers to misidentify it as an elephant. In contrast, human 
observers still recognised the distinctive shape and contours of a cat. 
56 Hendrycks et al. 2020, p. 1. See also Flournoy et al. 2020, p. 8. 

systems will inevitably encounter unforeseen edge 
cases, and in worst case scenarios, may fail 
catastrophically—as illustrated by the Drone incident. 
 
This problem is further compounded by the adversarial 
nature of military environments. Unlike civilian AI 
applications, it should be assumed that ‘enemies will 
likely attempt to exploit vulnerabilities of the system’.57 
While some adversaries may target conventional 
vulnerabilities (e.g., such as jamming communications or 
disrupting data feeds),58 others will specifically seek to 
exploit the unintuitive failure triggers described above 
to increase their chances of success. One example of 
such a Counter-AI (CAI) measure is the so-called input 
or evasion attack, where adversaries create ‘malicious 
input data designed to deceive AI algorithms, leading to 
incorrect predictions or classifications’.59 These attacks 
exploit edge cases within the target AI system—
vulnerabilities that may not even be known to the 
system’s operators.60 While vulnerability to such 
adversarial techniques can be mitigated through 
robustness training and other defensive measures,61 
complete security is impossible.62 As a result, even 
where all other factors are known and foreseeable, 
adversarial interference may still induce unpredictable 
AI behaviour.63 
 
Online learning, whereby a model ‘uses continuous 
cycles of retraining and model updating from new data 
input’,64 further aggravates uncertainty. While this 
capability offers advantages in dynamic environments—
particularly against adaptive adversaries on the 
battlefield—it also allows AI systems to ‘update the 
model hypothesis constantly’ in response to changing 
conditions.65 Online learning can serve as an effective 

57 Scharre 2016, p. 1. As a NATO document highlights, ‘[s]ome state and non-state actors 
will likely seek to exploit defects or limitations within our AI technologies’: see NATO 
2021a, para. 14. 
58 Such attacks may include jamming, spoofing, electromagnetic pulse (EMP) attacks, 
denial-of-service attacks, etc: see Wilson 2020. 
59 Mikhailov 2023, p. 3. 
60 One might question why an adversary would be aware of an exploitable edge case while 
the AI user remains unaware. This discrepancy arises from the asymmetry between 
attackers versus defenders in such scenarios. An attacker succeeds by identifying and 
exploiting any possible edge case through an input attack, whereas a defender can only 
prevent or counter such attacks if they have prior knowledge of that specific vulnerability. 
Therefore, an AI user’s lack of awareness of an exploited edge case does not necessarily 
indicate negligence regarding system security. For further discussion on this dynamic, see 
Kwik 2024a, p. 151. 
61 For example, see Mikhailov 2023, pp. 3-4. 
62 Gilmer et al. 2018, p 2. 
63 For a complete taxonomy on how adversaries can employ anti-AI attacks to sabotage 
or even take control over military AI systems, see Kwik 2024b, pp. 5-11. 
64 Nelson et al. 2014, p. 1, 
65 Das 2021. 
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countermeasure against adversarial attacks. For 
example, spam filters are designed to continually adapt 
to evolving spamming techniques.66 Given these 
benefits, online learning may be invaluable for many 
military AI applications.67 However, this flexibility 
comes at a cost: it undermines predictability. It becomes 
increasingly difficult to anticipate when and how the AI 
model will adapt its algorithm to environmental 
changes. As Leslie highlights, ‘the unbounded 
complexity of the world makes anticipating all of its 
pitfalls and detrimental variables veritably impossible’.68 
 
Finally, looking ahead, researchers have raised concerns 
regarding the potential for emergent behaviour to 
become a significant challenge for military AI users.69 As 
AI systems become increasingly complex, they may 
exhibit ‘actions or patterns that weren’t explicitly 
programmed ... but developed as a natural outcome of 
its complexity and interactions’.70 In military contexts, 
emergent behaviour is likely to manifest in two (non-
mutually exclusive) ways. First, goal-oriented multi-
agent systems, such as autonomous swarms,71 may be 
programmed with simple and linear instructions at the 
unit level yet behave unpredictably as a collective. 
These interactions can introduce stochastic and 
nonlinear dynamics, making it difficult to predict how 
the system will function under real-world conditions.72 
Second, as model size, dataset complexity, and training 
duration increase, AI systems—particularly LLMs—have 
exhibited ‘sharp and unpredictable changes in model 
outputs’.73 Emergent behaviour is a double-edged 
sword: it ‘presents opportunities, but also poses 
important risks’.74 LLMs may unexpectedly develop 
highly beneficial capabilities, such as zero-shot 
learning,75 but may equally exhibit undesirable 
behaviours, such as reinforcing a user’s preconceived 

 
 
 

66 King et al. 2020, pp. 96-97. 
67 Schuller 2017, p. 397. 
68 Leslie 2019, p. 34. 
69 For example, see Ekelhof and Paoli 2020; Boothby 2018, pp. 140-42. 
70 Gunnell 2023. 
71 These systems have become increasingly prevalent, especially in intelligence, 
surveillance, and reconnaissance (ISR) operations. However, they can also be employed 
more offensively, such as to overwhelm enemy air defence systems; see Government 
Accountability Office 2023; Safi 201 
72 Navarro and Matía 2013, p. 7. 
73 Schaeffer et al. 2023, p. 2 (emphasis removed). 
74 Steinhardt 2022. 
75 This phenomenon describes an AI system successfully performing a task it has never 
encountered before, despite seemingly lacking prior machine-learned experience in that 
domain; see Dickson 2022. 
76 See Perez et al. 2022, p. 10. 
77 The particular emergent behaviour exhibited by the DSS in the Targeting Adviser case 
is called ‘sycophancy’, see Kwik 2025a. 

views through an emergent ability to psychoanalyse 
user input.76 The Targeting Adviser case exemplifies how 
such emergent behaviour can lead to harmful 
consequences in practice.77 In particular, because such 
behaviour does not follow linear cause-and-effect 
reasoning,78 it is exceedingly difficult to predict what 
will occur, when, and why.79 In some circumstances, the 
only viable recourse may be to recognise the emergence 
of such behaviour and assess the context in which it 
arose. 

3.2 Reflections on Uncertainty 
At this juncture, several general observations can be 
made regarding the persistence of uncertainty in 
military AI and the challenges of navigating it. First, 
while some sources of uncertainty can be addressed to 
a certain extent, through technical or operational 
measures, they cannot be fully eliminated. For example, 
one could choose to ‘freeze’ an AI model upon 
deployment or enforce minimum explainability 
standards to mitigate uncertainty caused by online 
learning or opacity.80 Other sources of uncertainty, 
however, are inherent to the use of modern AI in 
military contexts. Many stem from the fundamental 
nature of AI itself—including ML, opacity, and 
unintuitive failure triggers—or from the operational 
environment, characterised by highly variable input 
spaces, dynamic conditions, and adversarial 
interference. Beyond the a priori decision not to deploy 
the AI system at all,81 these variables cannot be 
removed—they must be accepted.  
 
Second, a good-faith AI user can nonetheless take steps 
to curtail uncertainty and manage variance.82 Rigorous 
testing and validation across diverse conditions and 

78 For a general theoretical discussion on this phenomenon, see Fromm 2005. 
79 Ganguli et al. 2022, p. 15. 
80 These measures are not without trade-offs in terms of opportunity costs. For example, 
freezing AI models eliminates variance caused by continuous model evolution, simplifying 
testing and improving predictability: see ICRC 2018, para. 4 However, this rigidity reduces 
adaptability to changing circumstances and adaptive opponents. Similarly, while 
transparent models decrease uncertainty, they may also compromise efficiency, capability, 
and versatility, requiring additional time and resources for development: see Adadi and 
Berrada 2018, p. 5214. 
81 In general terms, the importance of this measure cannot be overstated. Indeed, the 
decision not to authorise an AI system (e.g., such as where its employment is deemed 
excessively risky) remains the most effective form of risk mitigation intervention at both 
the review and deployment stages, see Van den Boogaard and Roorda 2021 p. 433; Kwik 
2024a, p. 35. This paper, however, focuses on scenarios where a reasonable decision 
maker proceeds with authorisation based on the system’s apparent reliability and the 
available information at the time. 
82 This paper adopts a presumption based on this, as outlined in Sect. 1. 
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environments,83 combined with extensive operator 
training, can improve awareness of AI vulnerabilities 
and failure states.84 These measures can help reduce 
the risk of being blindsided by unexpected events, but 
they cannot eliminate all potential failures. 
Furthermore, because military AI systems operate in 
high-risk environments, even low-probability failures 
can lead to significant (humanitarian) costs, as 
demonstrated by the Drone and Targeting Adviser 
cases.85  
 

The Iterative Assessment approach does not seek to 
eliminate these challenges, nor does it assume that all 
accidents are avoidable. At the same time, it is not 
defeatist. Rather, it is premised on the view that ‘we can 
and should be able to recognise recurring patterns of 
misbehaviour, and to learn enough from past 
experience to be able to avoid or repair many of the 
common patterns’.86 To implement this effectively, 
action is required at both the pre-deployment and 
operational stages, which I now explore.

 

  

 
 
 

83 See, for example, Cherry and Johnson 2020, p. 13. 
84 Puscas 2023, p. 36. 

85 Bommasani et al. 2021, p. 116. 
86 Mogul 2005, p. 18. 
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4 Iterative Reviews 
 
 
 
The review obligation is arguably the most critical 
guardrail against IHL violations at the pre-deployment 
stage.87 Under its API formulation, Article 36 requires 
Parties to assess whether a new weapon, means, or 
method of warfare, would violate their international 
obligations, particularly those under IHL.88 While the 
customary IHL duty to conduct such reviews is often 
considered less extensive than the API standard, there 
is growing consensus that the basic duty to ensure 
capabilities can be employed in conformity with IHL 
forms part of customary international law.89 For the 
purposes of this analysis, it is assumed that reviews 
should extend to DSS, such as the system used in the 
Targeting Adviser example.90 Beyond this assumption, 
this paper does not engage further with the doctrinal 
question,91 and instead focuses on the timing of when 
such reviews are traditionally conducted. 

4.1 Limitations of Conventional Reviews 
In its most basic form, a weapon review is often seen as 
a discrete, one-time requirement performed during the 
weapon acquisition phase, typically just prior to 
adoption.92 Given the generally low level of 
implementation among States,93 it would be 
unsurprising if most AI-related reviews are similarly 
conducted in this manner in practice.94 However, a 
slightly broader interpretation can be drawn from the 
API formulation, which requires reviews to be 
performed ‘[i]n the study, development, acquisition or 
 
 
 

87 Sandoz et al. 1987, para. 1475. 
88 API, above n. 1, art. 36. 
89 See the Tallinn Manual 2.0 on the International Law Applicable to Cyber Warfare 
(Tallinn Manual 2.0), Schmitt 2017, p. 465; ICRC 2006, p. 4; Cf. Jevglevskaja 2018, p. 187. 
90 See Klonowska 2022. 
91 Even if one adopts the position that DSS fall outside the scope of the legal review 
obligation, the discussion in this Section remains relevant for AI weapon systems, such as 
those featured in the Drone case. 
92 Copeland 2014, p. 47. 
93 See ICRC 2006, p. 5; Boothby 2018, p. 18. 
94 Few States provide transparency regarding their review processes, making it difficult to 
ascertain how frequently such reviews are conducted before adoption: see Goussac 201 
95 API, above n. 1, art. 36 (emphasis added).  
96 McClelland 2003, p. 402. 
97 Fry 2006, p. 481; see also ICRC 2006, p. 23. 
98 For example, the UK Ministry of Defence 2016 conducts reviews ‘at key milestones in 
the procurement process to assure the legality of a new weapon, means or method of 
warfare throughout its study, development, acquisition and adoption’; and the Belgian 
Armed Forces 2018, p. 7 conduct reviews ‘[l]orsque la Défense étudie, met au point ou 

adoption of a new weapon, means or method of 
warfare’.95 Commentators favouring this approach 
consider that a narrow ‘one-off’ review is insufficient; 
instead, they advocate for reviews at ‘each of the key 
decision points’,96 that is, ‘at each stage of development 
and acquisition’.97 This interpretation is reflected in the 
practice of many States,98 supported by soft law 
instruments such as the Tallinn Manual,99 and has been 
argued to be both more practical and economically 
efficient.100 In addition to reviews at fixed milestones, 
some States also conduct ad hoc reviews in response to 
new pertinent information arising during 
development,101 or when ‘substantive changes 
occur’.102  
 
One problem identified in the literature is that even this 
broader reading of the API review obligation may be 
insufficient to fully account for the unique properties of 
military AI, given that the ‘development’ of an AI system 
may continue beyond its point of adoption.103 Unlike 
traditional weapons, an AI system can remain in a state 
of flux post-deployment. For example, if a DNN 
continues adjusting its weights—the parameters 
controlling the strength of connections between 
neurons—through frequent model updates or 
operational inputs (online learning) after deployment, 
this could render the legal review ‘invalid immediately 
upon the use of the system’.104 In itself, the possibility 
of adapting or altering already-adopted means or 

souhaite acquérir ou adopter une nouvelle arme, un nouveau moyen ou une nouvelle méthode 
de guerre’ [when Defence studies, develops, or intends to acquire or adopt a new weapon, 
a new means or a new method of warfare]. 
99 Tallinn Manual 2.0 2017, p. 465. 
100 Conducting reviews at an ‘early’ stage allows for swift corrections in the design process 
or, the abandonment of a project entirely if it becomes evident that the final product 
would violate IHL and thus be unusable under any circumstances; see Daoust et al. 2002, 
p. 351; Boothby 2016, Sect. 15.2. 
101 For example, Belgian Armed Forces 2018 p. 8, ‘Dans le cas où de nouvelles informations 
pertinentes sont rendues disponibles après le traitement du dossier par la CEJ, l’arme, le moyen 
ou la méthode de guerre sera à nouveau soumis à l’évaluation’ [If new pertinent information 
is made available after the completion of the review by the CEJ, the weapon, means or 
method of warfare shall be subjected to re-evaluation]. 
102 Parks 2005, p. 134. 
103 See, for example, Meier 2019, p. 308; Boulanin et al. 2020, p. 13. 
104 Boulanin et al. 2020, p. 13. While this concern is often overstated—since modifying 
individual weights does not fundamentally alter an algorithm’s behaviour—the underlying 
apprehension remains valid. 



RESEARCH PAPER Iterative Assessment for Military Artificial Intelligence (AI) Systems 
 

15 

methods of warfare is not unique to AI systems. Some 
States and commentators have taken the position that a 
(re-)review would be required when a capability has 
‘undergone modification’ or has been ‘subject of an 
upgrade or other amendment that changes its combat 
performance’.105 However, a particular challenge for 
software-based systems such as AI is that changes may 
manifest intangibly and incrementally (e.g., gradual 
shifts in weights over time).106 Therefore, even if one 
accepts the position that ‘[a]ny changes to the system’s 
operating state … would require the system to go 
through testing and evaluation again’,107 the precise 
timing of when this duty is triggered remains 
ambiguous.108  
 
Most re-review clauses are triggered by modifications 
or alterations to a system. However, in both the Drone 
and Targeting Adviser cases, no factual changes had 
occurred within the systems themselves. The drones’ 
algorithm had always contained the hidden edge case 
that caused hallucinations when viewing the clothing 
patterns from a specific angle. Similarly, the targeting 
adviser’s LLM had always been capable of detecting 
user urgency and adapting its outputs accordingly. As a 
result, most re-review clauses would not have been 
triggered by these incidents. The main issue is that both 
re-review clauses and certain proposed solutions, such 
as ‘freezing’ the AI model,109 focus on factual 
transformations—instances where the system or its 
operational environment factually undergoes an 
observable change after deployment.110 However, in 
the Drone and Targeting Adviser cases, neither the 
system nor the environment changed; rather it was our 
perception and understanding that shifted. We became 
aware of a system behaviour that had previously been 
unknowable.111 Let us call this an epistemic 
transformation. 
 
 
 
 

105 Boothby 2016, Sect. 15.2. Australia requires re-reviews for ‘adaptations and 
modifications of existing weapons’, and the UK conducts re-reviews when ‘there is any 
change in a systems’ use or capability’; Australia 2018 para. 9; UK Ministry of Defence 
2016; see also ICRC 2006, n. 21.  
106 Similar discussions arose with respect to cyberweapons. See, for example, Tallinn 
Manual 2.0 2017, p. 466; Wallace 2018, p. 21. 
107 Sayler 2020. 
108 Boulanin et al. 2020, p. 13. 
109 Goussac 201 
110 Performance drift in AI systems can also result from environmental shifts (e.g., seasonal 
changes or adaptive adversaries), see Kwik 2024a, pp. 115-118. More comprehensive re-
review clauses, such as those introduced in a recent DoD Directive, are therefore designed 
to trigger in response to operational changes. It reads: 

An autonomous weapon system that is a variant of an existing weapon system 
previously approved through this review will not be covered by previous approval if 

When reviewing the various sources of AI uncertainty 
discussed in Sect. 3, it becomes clear that many factors 
stem more from epistemic limitations than from factual 
transformations. The latter is primarily driven by online 
learning and adaptive adversaries, whereas the former 
arises from structural challenges such as infinite input 
variance, algorithmic opacity, the unintuitive nature of 
AI failures, and emergent behaviour. Some have 
proposed modifications to review procedures to 
account for this epistemic gap,112 such as placing 
greater emphasis on predictive modelling and 
simulations.113 Nevertheless, it remains dubious 
whether the epistemic problem can ever be fully 
resolved, even with substantial reforms to how reviews 
are conducted. As one commenter notes, ‘[t]here are 
simply too many possible states and combination of 
states to be able to exhaustively test each one, and 
understanding where the boundary conditions are will 
be difficult’.114 

4.2 The Iterative Approach 
In response to the challenges outlined above, two 
possible courses of action can be taken. The first is to 
simply acknowledge these limitations and accept that 
incidents such as the Drone and Targeting Adviser cases 
may occur. Such incidents could be treated as 
accidents, attributable to specific environmental 
circumstances rather than fundamental flaws in the 
legal review process. Arguably, this is the default 
approach. For instance, a State would not ordinarily 
reassess the legality of its rocket system following an 
unprecedented malfunction caused by an unpredictable 
environmental factor, such as a flash-freezing or 
atmospheric turbulence incident prior to deployment. 
 
The second, alternative approach is to adopt an Iterative 
Review process for AI systems. While uncommon in 

changes to the system algorithms, intended mission set, intended operational 
environments, intended target sets, or expected adversarial countermeasures 
substantially differ from those applicable to the previously approved weapon system 
so as to fall outside the scope of what was previously approved in the senior review. 
Such systems will require a new senior review before their formal development and 
again before fielding. 

See US Department of Defense 2023, p. 15 (emphasis added).  
111 While these properties may be theoretically knowable, they were factually unknowable 
in the given circumstances due to constraints outlined in Sect. 3—particularly the challenge 
of testing for all possible edge cases and behaviours that emerge only under very specific 
conditions. 
112 For a broader discussion on AI certification, see Bakirtzis et al. 2022.  
113 Meier 2019, p. 309; Undersecretary of Defense for Acquisition, Technology, and 
Logistics 2012, p. 63. 
114 US Air Force Office of the Chief Scientist 2015, p. 23. 
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military contexts, this method is widely employed in the 
commercial software sector and in credentialing 
schemes (e.g., drug certification).115 In contrast to 
conventional review methods, Iterative Review is 
characterised by the following attributes:116 
 

Provisional: The review process does not claim to be 
exhaustive or final in its findings. It accepts the 
possible existence of hidden unknowns within the 
system that could lead to high-cost failures in 
operational settings. Statements of (il)legality reflect 
only the reasonable belief of the reviewer based on 
information reasonably available at the time of 
assessment. 
 
Longitudinal: The review process does not have a 
fixed cut-off point but extends beyond adoption into 
the post-deployment phase. 
 
Adaptive: Previous assessments remain open to 
revision and refinement. As new data from 
deployment becomes available, legal assessments 
are updated accordingly. Necessary revisions must 
be actionable immediately, without undue 
procedural delay.  
 
Proactive: Rather than waiting for incident reports 
or violation complaints, data from deployments is 
proactively collected and integrated into the review 
process.117  

 
These features are designed to specifically address 
review situations in which comprehensive and 
exhaustive testing (or anything that comes close to it) is 
impossible—a key challenge for military AI systems.118 
The longitudinal dimension is particularly critical, as rare 
incidents—such as the pattern recognition failure in the 
Drone case or the emergent user-interaction issue in the 
Targeting Adviser case—could only be identified through 
deployment. Yet, such discoveries may have profound 
legal implications. For example, a reasonable response 
to the Targeting Adviser case would be to revoke the 

 
 
 

115 Meier 2019, p. 310; Bakirtzis et al. 2022, p. 1. 
116 The process described here follows the framework introduced by Bakirtzis et al. 2022. 
117 Cf. Hathaway and Khan 2024, p. 34. 
118 Trusilo 2023, p. 11. 
119 One could argue that this risk might be mitigated through alternative operational 
measures, such as instructing DSS users to avoid conveying urgency in their chat prompts. 
However, the core issue lies in the system’s emergent ability to infer operators’ moods, 
which raises the possibility of it detecting other emotional states and producing further 

DSS’s prior legal approval, as its emergent ability to 
infer operator urgency from chat prompts introduces an 
unacceptable risk of recurrence under similar 
conditions.119 To be effective, Iterative Reviews must 
also be adaptive: capable of rapidly revising prior legal 
assessments in response to new information and 
ensuring that any necessary restrictions or amendments 
take immediate effect. 
 
A fundamental consequence of this approach is that no 
assessment can ever be truly definitive. Iterative 
Review acknowledges that unseen gaps in knowledge 
will always exist at the time of review—gaps that may 
later reveal a system to be fundamentally unlawful 
under IHL. At its core lies ‘exploratory testing, shaped 
by insights from deployment’.120 This provisional nature 
may sit uneasy with some, as it implies the deployment 
of military systems without a guarantee that their 
‘employment would, in some or all circumstances, be 
prohibited [under IHL]’.121 This tension is unlikely to be 
fully resolved. However, it is important to recognise 
that conceptual disagreement already exists regarding 
the extent to which IHL compliance must be guaranteed 
in ‘all circumstances’.122 A factor in favour of permitting 
the iterative approach is that many interpret the Article 
36 review obligation as requiring legality to only be 
assessed ‘by reference to its normal expected use at the 
time the evaluation is conducted’.123 It is submitted that 
it would be consistent with the spirit of the law if, at the 
time of review, the assessor is convinced to a 
reasonable degree—based on information reasonably 
available—that the system does not violate IHL, and 
issues a positive assessment, pending future 
information that may defeat this presumption. 
 
At present, Iterative Review remains a recommendation 
de lege ferenda, especially given the issue of timing. It is 
difficult to derive a continued obligation for post-
adoption reviews from the wording of API—‘[i]n the 
study, development, acquisition or adoption’—let alone 

unpredictable behaviours. This consideration also influences what constitutes a 
reasonable course of action in response to such findings at the operational level; see Sect. 
5.  
120 Bakirtzis et al. 2022, p. 1. 
121 API, above n. 1, art. 36 
122 For an extended discussion, see Fry 2006, pp. 471-473, 501-503. 
123 Tallinn Manual 2.0 2017, p. 466. See also Bothe et al. 2013, p. 231; US Department of 
Defense 2015, Sect. 6.6.3.4.  
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from the more limited customary rule.124 Moreover, 
Iterative Review is significantly more demanding than 
conventional review mechanisms. For it to be effective, 
a State would need to establish proactive and 
continuous monitoring systems, systematically collect 
deployment data, update models accordingly, and issue 
new reviews as required. These requirements may place 
a significant burden on States, particularly those with 
limited resources.125 Nevertheless, States capable of 
implementing these mechanisms are urged to do so, as 
Iterative Review offers the most effective means of 
addressing epistemic transformations at the structural 
level. 
 
At this point, one may ask how an Iterative Review 
mechanism would have responded to the Drone case. 
Given the rarity of the edge case, it is unlikely that a re-
review would have found the drones structurally 
incapable of being used in accordance with IHL. 
However, the obligation of constant care would still 
necessitate the adoption of risk mitigation measures to 

protect civilians.126 One possible review-level 
intervention could have been to modify the assessment 
to include operational restrictions,127 such as 
prohibiting the drones’ deployment in regions where 
traditional attire with distinct clothing patterns is 
prevalent.128 
 
Despite the adaptive nature of Iterative Review, it is 
foreseeable that such an institutional-level change 
would require time to become fully effective—likely 
longer than the one-month period in which the Drone 
and Targeting Adviser incidents unfolded. During this 
period, the issue would have remained unaddressed, 
and civilians would have continued to face significant 
risk. Thus, while Iterative Review provides a valuable 
mechanism for long-term oversight, it is unlikely to 
respond rapidly enough to epistemic transformations in 
real time. For this reason, Iterative Review must be 
complemented by Iterative Assessment in Deployment, as 
discussed below.

 
  

 
 
 

124 API, n.1, art. 36. 
125 States may alleviate this logistical burden by requiring manufacturers to incorporate 
monitoring capabilities into system designs, thereby facilitating oversight; see also below 
Sect. 7. 
126 Jenks and Liivoja 2018. See also Jensen 2021, p. 190. 

127 Assessors issuing reviews may ‘attach conditions or comments … to be integrated into 
the rules of engagement or operating procedures’: see ICRC 2006, p. 15. 
128 For an example of how such instructions can be integrated into military instructions 
or directives, see Kwik et al. 2025, pp. 18-21. 
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5 Iterative Assessment in 
Deployment 
 
 
 
At the operational level, Iterative Assessment comprises 
two distinct yet equally important tasks: Iterative 
Awareness and Proactive Response. 

5.1 Iterative Awareness 
Iterative Awareness constitutes the fact-finding 
component of Iterative Assessment in Deployment. To 
achieve Iterative Awareness, AI operators leverage 
intelligence, surveillance, and reconnaissance (ISR) 
assets to monitor the civilian impact of a deployed 
system. Compared to standard contexts in which ISR is 
employed, Iterative Awareness differs slightly in its 
timing, emphasising ex post rather than ex ante data 
collection and analysis. 
 
Commanders routinely collect and analyse intelligence 
prior to each attack—a necessary step for implementing 
precautionary measures and maintaining effective 
command-and-control (C2).129 Much of the literature on 
military AI emphasises the importance of operators 
maintaining a thorough understanding of their AI 
systems, the battlefield, and adversary activity to 
ensure legal compliance and effective C2.130 However, 
comparatively less attention has been given to the need 
for continuous monitoring of deployment outcomes,131 
which is equally crucial. Ex post awareness—the ability 
to assess the effects of a system after deployment—
enables AI users to ‘understand and assess the causes 
of malfunctions or undesired results from (normal) 
operation and to take appropriate action (technical and 
accountability) to prevent similar mistakes’.132 As with 
pre-deployment legal reviews, there is a risk that the 

 
 
 

129 Rosén 2014, p. 127. See also Australia 2006, para. 5.54; Schmitt 2010, para. 16.07.3. 
130 For example, Group of Governmental Experts on Lethal Autonomous Weapons 
Systems (GGE LAWS) 2021, para. 2a; Holland Michel 2020, p. 15. See also more generally 
NATO 2019a, pp. 2-4: ‘A comprehensive analysis of the operating environment, its 
components, actors and their relationships is the beginning of the operations planning 
process’. 
131 Kwik 2022, p. 14. 
132 Van den Boogaard and Roorda 2021, p. 433. 

obligation to assess the lawfulness of an AI system is 
perceived as a one-time requirement, rather than a 
continuous duty persisting beyond initial deployment. 
 
Conceptually, Iterative Awareness is already reflected in 
the established operational planning and targeting 
practices of many States. For example, the NATO 
targeting cycle consists of six phases,133 with the final 
phase being ‘Assessment’. This phase encapsulates the 
essence of remaining aware of past operations and 
using insights gained from previous deployments to 
inform future military actions:  
 

Assessment measures the extent to which the 
desired effects, regardless of the actions taken, 
have been created and recommends the extent 
to which further actions are required. It 
encompasses a physical, functional and system 
assessment. Assessment also contributes to 
wider operational and campaign assessment.134 

 
The concept of continuity, central to the Iterative 
Assessment approach,135 is also embedded within 
NATO and US military doctrine: ‘[c]ommanders and the 
staff must build and foster a comprehensive 
understanding of the operating environment and 
promote this understanding continuously throughout 
the entire operations planning process’.136 Indeed, the 
notion of learning from prior iterations is widely 
recognised as a fundamental element of operational art. 
Doctrinal concepts such as ‘lessons learned’—defined as 
‘the act of learning from experience to achieve 
improvements’—rely on field observations to refine 

133 See NATO 2021b, para. 1.5. 
134 NATO 2021b, para. 1.5.1.f. 
135 This concept was similarly identified as essential in the discussion on iterative 
reviews; see Sect. 4. 
136 NATO 2019a, pp. 2-4. See also Curtis E. Lemay Center 2019, p. 79: ‘Assessment is a 
continuous process that measures the overall effectiveness of employing joint force 
capabilities during military operations’.  
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military decision making.137 After-action analysis is 
actively encouraged in order to enhance operational 
efficiency,138 adapt to environmental changes,139 and 
improve collateral damage estimation mechanisms.140 
At its core, this process enables adaptation:  
 

The outputs of an assessment communicate the 
effectiveness of the operation plan toward 
desired end states, describe risks involved in the 
accomplishment of the plan, and recommend 
necessary changes to the plan to attain a desired 
end state.141 

 
Adaptation, however, was precisely what was lacking in 
both the Drone and Targeting Adviser cases. Despite the 
presence of a known edge case in the region (Drone) 
and an emergent vulnerability (Targeting Adviser), both 
systems remained in use for one month. This failure 
occurred because insufficient efforts were made to 
detect the mistaken targeting of civilians and to 
investigate why these errors were happening. These 
shortcomings were likely the result of practical and 
operational constraints. In the Drone case, 
misclassifications occurred across multiple platoons and 
throughout the region. Individual component 
commanders, operating in isolation, may have simply 
dismissed these incidents as accidental anomalies rather 
than recognising them as part of a broader pattern.142 In 
the Targeting Adviser case, the failure to detect the high 
misclassification rate was likely driven by the same 
operational pressures that led the officers to frame chat 
prompts with urgency in the first place. Prioritising the 
execution of further attacks likely took precedence over 
verifying whether previous strikes had correctly 
targeted legitimate objectives.143 
 
This highlights a crucial caveat to the claim that 
Iterative Awareness is an established practice: in reality, 
it often remains more theoretical than practical. While 
extensively discussed in military doctrine, its 

 
 
 

137  NATO 2019b, para. E.1; LEX-7. 
138 NATO 2021b, pp. 1-4. 
139 US Joint Chiefs of Staff 2018, pp. VI-1. 
140 Schmitt et al. 2017, p. 306. 
141 US Joint Chiefs of Staff 2018, pp. VI-2. 
142 Isolated weapon or software failures occur regularly across various military capabilities 
and do not necessarily prompt commanders to question the reliability or lawfulness of a 
system; see Scharre 2016, pp. 25, 38. 
143 A similar dynamic is reported to have allegedly occurred during the Israeli Defence 
Forces’ use of the Lavender system in Gaza following the October 2023 attack by Hamas; 
see Abraham 2024. 

implementation in practice is questionable. Hathaway 
and Khan, for example, have identified several 
shortcomings in how the US conducts after-action 
assessments.144 Among other issues, insufficient 
resources are dedicated to after-action data collection, 
and the data that is gathered is often incomplete or 
inadequate.145 Additionally, the process is frequently 
slow and resource intensive, particularly in hard-to-
access areas.146 Even when after-action data is 
collected, it rarely accounts for civilian impact. Instead, 
most after-action assessments focus primarily on 
determining whether the military objective was 
achieved, such as assessing whether target re-
engagement is necessary.147 For Iterative Awareness to 
function effectively, it would therefore require the 
integration of a robust civilian harm tracking 
mechanism—one that ensures civilian impact is not 
treated as an afterthought but embedded as a core 
component of post-strike analyses.148  
 
Another critical component of Iterative Awareness is 
communication across both horizontal and vertical axes. 
A strong civilian harm tracking mechanism could have 
alerted the Targeting Adviser operators to systematic 
errors in their DSS, prompting immediate corrective 
action. In contrast, in the Drone case, individual 
component commanders would likely have been unable 
to detect a structural issue in the region based on a 
single misclassification report. Had they received 
consolidated reports from multiple platoons indicating 
recurring misidentification of civilians wearing 
regionally distinctive attire, they would have been more 
likely to recognise that the drones were systematically 
encountering a persistent edge case linked to the local 
civilian population. 
 
It should be noted that operational- or tactical-level 
conclusions will often be less precise, particularly in 
complex deployment environments. In the Drone case, 
for example, it is unlikely that field reports would have 

144 Hathaway and Khan 2024, pp. 32-6 
145 Ibid. 
146 Ibid., p. 81; Ekelhof 2018, p. 6 
147 NATO 2021b, p. 1-21. 
148 Similar to the ‘Assessment’ phase within the targeting cycle, many military frameworks 
emphasise the inclusion of civilian casualty tracking in after-action data collection; see, for 
example, US Department of Defense 2015, Sect. 5.11.1.3; NATO 2021b pp. 1-1 However, 
as noted above, the extent to which this practice is consistently implemented or prioritised 
remains uncertain. 
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been able to precisely identify that the 
misclassifications were triggered by a specific textile 
pattern viewed from a particular angle, as this would 
have required detailed technical analysis. However, 
even without such granular insights, component 
commanders could still have inferred from the pattern 
of misclassification reports that failures were linked to 
the local civilian population. Such a conclusion could 
likely have been reached before the one-month 
operation ended, allowing for a timely intervention. A 
horizontal communication mechanism is thus invaluable 
for enabling decentralised interventions at the 
operational level.  
 
In addition to the above, vertical communication plays a 
critical role in facilitating more effective top-down 
interventions. In the Drone case, for example, a superior 
officer could have identified the pattern of errors based 
on reports provided by component commanders, 
enabling higher-level corrective measures. Vertical 
communication is also indispensable for the Iterative 
Review process. As noted earlier, Iterative Review is a 
longitudinal process: it relies on operational insights to 
determine whether prior legal assessments remain valid 
or require re-examination. However, obtaining such 
reliable and actionable data depends on effective 
coordination and cooperation from operational-level 
officers and soldiers.  
 
Finally, AI presents novel opportunities to enhance and 
support Iterative Assessment by enabling more precise 
monitoring, data collection, and incident 
reconstruction.149 For example, design standards could 
mandate that AI systems log all input-output pairings to 
facilitate post-action analysis,150 similar to the black 
boxes used in commercial aircraft or the Aegis combat 
system.151 Such data can then ‘be analysed and allow[s] 
for improvement in decision sequences in the future’.152 
This approach effectively ‘outsources’ part of the 
Iterative Assessment workload to the AI system itself, 
integrating pre-installed monitoring and recording 
 
 
 

149 Sassòli 2014, p. 326; Toscano 2015, p. 238. 
150 Williams 2017; see also European Committee on Crime Problems 2020. 
151 Aspin 1988. 
152 Meier 2019, p. 312. 
153 It has also been suggested that automated recording functions could mitigate the risk 
of subjectivity and collusion in investigations, as data is collected autonomously by the 
system: see Toscano 2015, p. 238. 
154 This principle applies across platforms as long as they operate on the same underlying 
algorithm. In the Drone case, for example, commanders would need to take action even if 

functionalities to enhance real-time oversight and post-
deployment evaluation. By embedding these automated 
assessment mechanisms, the iterative framework could 
become more efficient, scalable, and appealing for 
military adoption.153 Further research is needed to 
determine optimal design and integration strategies, as 
well as effective incentives to encourage militaries to 
voluntarily adopt such systems. Developing robust AI 
monitoring protocols could play a critical role in 
strengthening civilian protection by reducing the risk of 
avoidable ‘accidents’, which, under the right conditions, 
could ultimately be avoided in future AI-enabled 
operations. 

5.2 Proactive Response 
Having gained information that reasonably challenges 
the prior belief that an AI system’s use was appropriate 
and lawful under the given circumstances, users are 
now obliged to take proactive action in the planning of 
future iterations—specifically, in subsequent operations 
or attacks involving the same AI system.154   
 
As with Iterative Awareness, this requirement has both 
practical and legal foundations. From an operational 
perspective, for example, US doctrine recognises that 
‘[a]rmy units can prevent civilian casualties by 
incorporating lessons learned from previous incidents, 
including near misses’,155 and that, in response, 
‘appropriate actions should be taken to reduce the risk 
of such incidents in the future’.156 From a legal 
standpoint, this obligation is an integral part of a 
commander’s precautionary duty to take appropriate 
measures to prevent foreseeable risks to civilians.157 
Proper implementation of Iterative Awareness (Sect. 
5.1) acts as a necessary enabler: without it, inaction 
cannot be objectively judged as unreasonable, as the 
risk would not yet have been established as foreseeable 
for a reasonable commander in their position. This 
observation also has implications for any criminal 
liability one may want to ascribe to the decision maker 

their own system had never malfunctioned, as the risks identified in their colleagues’ 
drones would also apply to their own. 
155 Department of the Army Headquarters 2015 paras. 5-48. 
156 US Department of Defense 2015, Sect. 5.11.1.3. Note that ‘reviews’ as used in this 
quote does not refer to the general review obligation as discussed above, but rather the 
ad hoc assessments made after individual incidents. 
157 Margulies 2021, p. 177; Ekelhof 2018, p. 69; and API, above n. 1, art. 57(1). The US 
Law of War Manual categorises ‘After-Action Assessments and Investigations’ and 
‘Assessing the Risks to Civilians’ under the header ‘Feasible precautions in planning and 
conducting attacks’: see US Department of Defense 2015, Sect. 5.11.1.3. 
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after the fact: if technically knowable risks remained 
factually unknown to the decision maker at the time of 
the decision, no mens rea can be established.158 
 
The appropriate operational response to a newly identified 
risk is entirely contextual. Different commanders may 
adopt varying, yet equally valid, measures to address the 
perceived threat. In the Drone case: 
 

Platoon Commander-A may withhold the use of the 
drone entirely;  
Platoon Commander-B may order additional ISR 
collection and only deploy the drone if no local 
civilians are identified in the area; and  
Platoon Commander-C may opt to use the drone 
solely in a defensive posture (e.g., intercepting 
enemy counterattacks in situations where no local 
civilians are present to misidentify).  

 
All three measures achieve the overarching goal of 
mitigating a known risk to the civilian population and 
would thus be considered appropriate responses based 
on the commanders’ current knowledge of the 
situation. 
 
By contrast, an inappropriate response would be, for 
example, for Platoon Commander-D to permit drone 
deployment based solely on visual confirmation that no 
local civilians are wearing distinct attire. This approach 
would be flawed given the information available at the 
time, as it rests on unverified assumptions. As 
previously noted, operational-level assessments will 
inevitably involve some degree of imprecision due to 
time and resource constraints. In the Drone case, the 
only verifiable common denominator, based on the 
misclassification reports, was the affected civilian 
demographic—any further specificity would have been 
speculative. While we, as external observers, know that 
the misclassification was caused by the clothing pattern, 
Platoon Commander-D would have no way of 
confirming this hypothesis without further evidence. 
Acting on such an unsubstantiated assumption would 
therefore be unreasonable. A reasonable commander 
would adopt the broadest plausible hypothesis—i.e., 
 
 
 

158 See Kwik 2025b. 
159 IHL affords commanders ‘reasonable latitude in the exercise of good faith judgment 
under the myriad circumstances and difficult conditions of combat’. However, this 
judgment must be based on a reasonable belief derived from the information available to 
them at the time: see Huffman 2012, p. 17; see also Haque 2012, p. 97. 

that the misclassification issue ‘has something to do with 
the local civilian population’ in general—and implement 
precautionary measures accordingly pending further 
intelligence.159 
 
In the Targeting Adviser case, the only immediate and 
appropriate response would likely have been to 
suspend the use of the DSS, as it is unlikely that the 
underlying pattern of failure (i.e., urgency in prompts 
influencing outputs) could have been identified so 
quickly. In the absence of further information, the only 
safe assumption would be that the DSS was not 
functioning reliably enough to justify continued 
deployment. 
 
Now, consider a scenario in which a skilled technical 
team rapidly identifies the cause of failure: the DSS had 
developed an emergent ability to infer user emotions 
from chat prompts. What would be the reasonable 
course of action following this new information? One 
possible response would be to issue updated user 
instructions, such as ‘Avoid abbreviations’ or ‘Avoid 
these words: {quicky, faster, __}’.160 
 
This approach might allow the system to be reinstated 
under controlled conditions. However, a strong 
counterargument exists: the discovery of this one 
emergent behaviour suggests the potential existence of 
other, as yet unknown, emergent properties. If the 
system can infer urgency, what prevents it from also 
detecting and responding to emotions such as anger, 
enthusiasm, or desperation—potentially producing 
other undesirable or unpredictable outcomes?  
 
Given this level of uncertainty, the most prudent course 
of action—aligned with the reasonable commander 
standard—would be to retire the system and recommend 
extensive testing to determine how different emotive 
cues influence its outputs. The core argument is that, in 
situations of uncertainty, a reasonable commander would 
err on the side of caution, implementing broad 
precautionary measures to mitigate a range of possible 
risks until further information is available to pinpoint the 
precise causes of failure.161

160 For more examples, see Kwik 2025a. 
161 This overall recommendation remains subject to context-specific considerations in the 
field and the judgment of a reasonable commander, particularly regarding the criticality of 
the capability to succeed in a given operation. 
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6 Visual Operational Guide 
 
 
 
For ease of reference, Fig. 1 provides a visual 
operational guide to the key components of the 
Iterative Assessment framework, as discussed in Sects. 
4 and 5.162 It illustrates how each step is interconnected 
and how the process is continuously reinforced through 
new information gathered during deployment. This 
feedback loop enables the progressive refinement of 
both operational practices and legal assessment over 
time. 
 
For any new system, Iterative Review (Sect. 4) provides 
an initial assessment of the system’s lawfulness, which 
then informs its operational and tactical deployment. 
While the system is in use, consistent and proactive 

reporting—across both horizontal and vertical 
channels—enables Iterative Awareness (Sect. 5.1). This 
process can be further supported by automated 
recording and reporting functionalities embedded 
within the system itself. In response to emerging 
concerns or incident reports, operators are expected to 
take Proactive Responses (Sect. 5.2), based on 
feasibility and reasonableness. 
 
Finally, the insights gathered during deployment feed 
back into the Iterative Review process, allowing for the 
continuous reassessment of whether the initial legal 
evaluation remains valid or requires revision.

 

Figure 1: Visual Operational Guide to Iterative Assessment. Source The author. 
 
 
 

162 A more comprehensive visual summarising not only the Iterative Assessment steps, but 
also its underlying rationale as argued throughout this paper and comparisons with 
conventional assessment practices, can be viewed at 

https://jonathankwik.com/post/diagram-on-iterative-assessment. Accessed 20 June 
2025. 

https://jonathankwik.com/post/diagram-on-iterative-assessment
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7 Reflections and 
Recommendations 
 
 
 
Warfare has always inherently been characterised by 
uncertainty. Incomplete knowledge and mistaken 
beliefs—even when justified at the time of decision 
making—can lead to harmful consequences on the 
battlefield. Recognising the realities of war, IHL judges’ 
reasonableness based on the ‘subjective perception of 
the decision maker at the time the decision was 
made’.163 Under this standard, none of the actors 
involved in the Drone or Targeting Adviser cases—the 
commanders, operators or legal reviewers—acted 
unreasonably. Each relied on the information 
reasonably available to them at the time. However, as 
AI becomes increasingly integrated into military 
operations, such unforeseeable failures are likely to 
grow in frequency—even among good-faith belligerents. 
Pre-deployment controls alone cannot fully account for 
the genuinely unpredictable characteristics of military 
AI. While rigorous ex ante legal and technical reviews 
remain crucial, they cannot eliminate the possibility of 
unforeseen system failures in real-world conditions. 
 
It is unrealistic to expect that initial accidents can be 
entirely avoided, and unfair to demand that AI users 
foresee the unforeseeable. In both the Drone and 
Targeting Adviser cases, no actor acted unreasonably 
from a legal perspective. Yet the outcomes were still 
suboptimal—had more robust safeguards been in place, 
further civilian harm could have been prevented: 
 

War inevitably involves death and destruction. The 
only way to avoid death and destruction in war is to 
avoid war. The fundamental purpose of [IHL] is to 
reduce net human suffering and net damage to 
civilian objects in armed conflict.164 

 

 
 
 

163 Corn 2012, p. 451. See also Schmitt et al. 2017, p. 298. 
164 Fenrick 2005, p. 168. 

IHL calls on belligerents to minimise net suffering—a 
principle that, in these cases, would mean intervening 
earlier to reduce the overall number of errors. Iterative 
Assessment provides a solution to meet this objective. 
It aligns with the spirit of the Rendulic Rule, avoiding 
retrospective blame while encouraging forward-looking 
improvements.165 Instead of penalising decision makers 
for acting without perfect foresight, Iterative 
Assessment promotes the systematic collection of 
information to improve real-time decision making over 
the course of a system’s usage.  
 
As demonstrated in this paper, Iterative Awareness 
serves as a key enabler. Had horizontal reports from 
multiple platoons been available, reasonable 
commanders would likely have recognised the risks 
associated with drone operations in regions where 
distinct local attire was prevalent. Similarly, an effective 
civilian harm tracking mechanism would have alerted 
Targeting Adviser officers to the presence of an 
unanticipated variable affecting their DSS, undermining 
their previously justified confidence in its reliability. 
Once such critical information becomes available, the 
situation shifts: at that point, good-faith users would be 
expected to intervene to prevent further civilian harm. 
Consequently, it is justifiable to argue that any 
subsequent decision to continue using the AI system, 
despite these warnings, would be unreasonable.  
 
Iterative Assessment is specifically designed to address 
‘known unknowns’—gaps in knowledge about system 
faults that can only be uncovered through real-world 
deployment. It does not seek to prevent initial failures 
but instead enables swift, decisive action to prevent 
their recurrence in future iterations. To this end, the 

165 The Rendulic Rule establishes that ‘commanders and personnel should be evaluated 
based on information reasonably available at the time of decision’: see Kouba 2017, p. 10. 
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approach outlined in this paper represents best practice 
for both operational and post-action assessments and 
enhances civilian protection in any military operation, 
regardless of the capabilities involved.   
 
Logistical and operational constraints may limit the 
comprehensive implementation of the framework. As 
emphasised from the outset, Iterative Assessment is an 
ideal rather than a legally binding rule. There are valid 
reasons why many of the recommended mechanisms—
such as maintaining a permanent re-review structure 
post-deployment and integrating horizontal and vertical 

reporting systems—are rarely adopted in practice. 
These measures are time, resource, and labour 
intensive. For instance, conducting detailed civilian 
harm tracking after every attack may divert critical 
assets from other operational needs,166 while 
establishing a robust reporting system requires 
dedicated communication networks and personnel. 
Nevertheless, militaries are encouraged to adopt 
Iterative Assessment to the extent feasible as it offers a 
structured means of mitigating the uncertainty that AI 
systems inevitably bring to the battlefield.

  

 
 
 

166 Hathaway and Khan 2024, p. 55. 
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